Input Method Using Divergence Eye Movement
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Abstract
A gaze input interface offers hands-free operation by using the view-point position as the cursor coordinates on the display. However, the selection operation of a button is indistinguishable from viewing; this is known as the Midas touch problem. We propose a new input method that measures divergence eye movement, thereby enabling users to “press” a button by moving their viewpoint forward. Comparison of our method and the conventional blinking input method confirms that input speed and accuracy are similar.
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**Introduction**

Gaze input has been proposed as an intuitive input method for a personal computer (PC) [1]. By moving their eyes, users can move the cursor and select buttons. However, there is a well-known Midas touch problem [2], meaning that this method misinterprets straightforward gazing as a selection operation.

Several solutions have been proposed for dealing with this problem. Hansen et al. [3], Murata et al. [4], and Dario [5] reduced incorrect selection by using gaze time, while Shaw et al. achieved this by using blinking [6]. However, these methods have a trade-off between selection precision and selection speed. Zhai et al. [7] and Yamato et al. [8] avoided incorrect selection by using the user's gaze as cursor movement only and using a mouse for selection; however, use of a mouse is not applicable in some applications that originally required gaze input.

Our goal is to realize intuitive selection by using an action other than gazing or blinking. In this paper, we propose a new input method that measures divergence eye movement, thereby enables users to “press” a button by moving their viewpoint forward.

**Method**

Divergence eye movement is a type of eye movement that occurs when a person moves his/her viewpoint forward (Figure 1). Pfeiffer et al. tried to estimate 3-dimensional (3D) positions of viewpoints by detecting convergence [9]. Sato et al. used the same information to investigate cross-sections of 3D models [10]. We apply this technique as the selection operation by detecting the forward movement of the viewpoint. We call this method the “depth input method”.

![Figure 1. Angle of convergence and divergence eye movement](image)

First, we obtain the viewpoints of the two eyes on the display plane using an eye-tracking device. When divergence eye movement occurs, the viewpoint of the right eye moves to the right and that of the left eye moves to the left. By setting the distance between the two viewpoints as $dx$, the interpupillary distance as $dp$, and the distance between the eyes and display as $d$, the depth of viewpoint is calculated as follows (Figure 2).

$$Depth = \frac{d}{dp} dx$$ (1)
A 3D-shaped button is presented on the display, moving vertically to the display according to the change in estimated depth of viewpoint (Figure 3).

A preliminary experiment revealed that intentionally staring at empty space is difficult without training. Therefore, we provided a visual marker on the rear of the display using a half mirror on the display and a marker in the front. Adjusting the angle of convergence becomes easier by watching a mirror image of the marker. This setup can be simplified by using a 3D monitor, but this is beyond the scope of this paper.

**Experiment**

We conducted experiments to verify the operability of the proposed method, compared with the conventional blinking input method.

**Experimental setup**

The experimental setup is shown in Figure 5. A chin support was set up on the desk 700mm in front of the display to fix the eye position. A half mirror was fixed to the display. A visual marker was placed 300mm in front of the display so that the mirror image of the marker from the half mirror was 300 mm behind the display. The distance between the two viewpoints ($dx$) was 20 mm when the participants looked at the image of the marker.
Interpupillary distance (dp) was set to 65mm. We used a desktop type eye tracking device (TM3 EyeTech Digital Systems), which uses the pupil-corneal reflection method. Viewpoint resolution was 1.0 deg. We conducted a calibration of the viewpoints on the display plane for each participant before the experiment. The display resolution was 1920 × 1080 and viewing angle 35.7 deg × 23.3 deg. We used OpenGL for drawing. An image of the actual experiment is shown in Figure 4.

**Experimental condition**

We compared the depth input method and the conventional blinking input method. In the former method, a button is pressed as the participant moves his/her viewpoint forward to the image of the marker. When the viewpoint reaches the image, it is regarded as a selection operation. In the blinking type method, the button is pressed when the participant's eyes remain closed for 0.5 s. (This duration is typically used to discriminate between natural blinking and selection [6]).

Nine buttons numbered 1 to 9, 40 mm square (3.27 deg in terms of viewing angle) were arranged in a 3 × 3 format on the display (Figure 6). Five randomly chosen numbers were displayed above the central button. Participants were asked to sequentially press the buttons corresponding to the five displayed numbers ignoring incorrect input. They were also asked to complete the task as quickly and accurately as possible. Input of five numbers was regarded as one trial, and each participant conducted ten trials for each method.
Procedure
First, the participants practiced the depth input method for about 1-2 min to familiarize themselves with the forward movement of their viewpoints. After the experiment started, participants were instructed to enter the five numbers, while the input speed and accuracy were recorded. Participants were given a 5-second break before starting the next trial. After completion of the ten trials, participants were given a 5-min break. Thereafter, they carried out the experiment using the blinking input method in the same way as the depth input method. The participants comprised four males (one male with glasses, two males wearing soft contact lenses and the other is naked eye) and 4 females (one female with glasses, two females wearing soft contact lenses and the other is naked eye), respectively, aged between 21 to 28 years.

Results
The correct answer rates and input times for all participants are shown in Figure 7 and Figure 8.

Correct answer rates for both methods were close to 90%, no significant difference was observed (Chi-square test: X-squared = 0.26, df = 1, p-value = 0.61 > 0.05). Input times for the blinking input method were mostly 2.1 s faster than those of the depth input method. However, there was no significant difference between the input times of the two methods (t-test: t = 0.9093, df = 13.354, p-value = 0.3793 > 0.05).

Discussion
The experiment revealed that the depth input method produces similar performance to the conventional blinking input method. As the blinking input method distinguishes selection and natural blinking by the duration of blinking, it prevents users from closing their eyes for a while, which is a natural behavior when the eyes become fatigued. Conversely, the depth input method can be distinguished from other eye movements, but still, retains some intuitiveness.

During the experiment, we observed a relatively large deviation among the participants. This was probably due to the difference in accuracy of the calibration as a result of wearing glasses or contact lenses. The depth input method requires more accurate calibration than the blinking input method because it uses the distance between the two viewpoints. Therefore, any difference in the calibration accuracy significantly affects the result. Additionally, the calibration was done on a 2D display plane only, which is not sufficient for 3D viewpoint movement. Pfeiffer et al. carried out a 3D calibration on a 3D display [9], which should be done in our system.

After the experiment, there was a comment that eye fatigue occurred during the depth input method rather than the blinking input method. This is due to the unnaturally large eye movements in the depth direction. There was also a comment that the button appeared in double vision during input, which was not comfortable. These problems should be solved by shortening the depth input length through more precise calibration, and by using a 3D display.

Conclusion
In this paper, we proposed a new input method that measures divergence eye movements, enabling user to "press" a button by moving his/her viewpoint forward. We compared this method with the conventional
blinking input method and confirmed that input speed and accuracy are comparable. Thus, the depth input method achieves similar performance to the conventional blinking input method. In the future, we will continue to improve the depth input method by using a 3D display, thereby making it easier to understand.
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