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Abstract—The rapid and precise understanding of 3D objects 

in virtual reality environment is crucial for proficient 

manipulation of virtual objects. Generally, relying solely on a 

force feedback device falls short in conveying intricate shapes, 

such as the edges of 3D objects, and it is deemed necessary to 

supplement it with appropriate cutaneous sensory inputs. Electro-

tactile stimulation, owing to its compact and lightweight design, 

has the potential to provide high-resolution cutaneous sensory 

inputs and could be a viable method for presenting intricate 

shapes when incorporated with a force feedback device. In this 

research, we devised a system that concurrently presents 

cutaneous inputs along the object's edge through electrical 

stimulation, as well as reactive force from the object through a 

force feedback device, and evaluated its impact on 3D shape 

perception under three scenarios: force feedback alone, cutaneous 

feedback alone, and combined sensory presentation. The results 

from experiments on the identification of four types of column 

shapes in single-finger contact and two-fingers grasping indicate 

that the combined presentation of force and electro-tactile 

sensation significantly hastens the differentiation time of the 

shapes and facilitates more efficient recognition of 3D objects. 

Keywords—3D shapes, electro-tactile display, haptics, virtual 

reality 

I. INTRODUCTION 

Haptic feedback enriches the realism of interactions in 
virtual reality (VR) and enhances the immersion of the user's 
experience. Specifically, the haptic rendering of virtual object 
shapes is imperative for fostering intuitive engagement through 
touch and grasp of objects within the virtual environment. 

The sense of touch encompasses two broad categories: 
cutaneous sensory perception at the skin surface and deep 
sensory perception (force perception) at muscles, tendons, and 
joints. During manual exploration of an object, both cutaneous 
and deep sensory perceptions are activated [1]. Studies have 
demonstrated the feasibility of facilitating dexterous 
manipulation of virtual objects through the provision of either 
cutaneous or force sensation tactile feedback [2][3]. Conversely, 
it has been reported that force feedback devices encounter 
challenges in conveying the intricate shapes of objects, such as 
microbumps and edges, which are local features that impede the 
shape recognition process [4][5]. In particular, Cutaneous 
vibration cues play a crucial role in discriminating micro-uneven 
shapes when dynamically rubbing the surface of an object with 

a finger [6][7][8]. Thus, the conveying of intricate shape 
information necessitates the integration of cutaneous feedback, 
such as pressure distribution on the contact surface, with force 
feedback, requiring the force feedback device to be equipped 
with a mechanism for cutaneous feedback. 

While existing force feedback devices have already enabled 
precise rendering of virtual object shapes through force 
feedback, precise reproduction of cutaneous sensation remains a 
challenge due to the low resolution of the presented stimuli. 
Furthermore, integrating a mechanism for presenting intricate 
shapes through cutaneous sensation onto an existing force 
feedback device is complicated, as it leads to an increase in size 
and complexity of the system. 

Electro-tactile displays can serve as a useful means for 
delivering high-density cutaneous sensation in a compact and 
detailed manner. With the ability to present cutaneous sensations 
at 2 mm intervals, and their compact and thin design, electro-
tactile displays can be easily integrated onto the end of existing 
force feedback devices. Currently, there is a lack of 
comprehensive verification of the presentation of shapes 
through the combination of force and electric stimulation. 

In this study, we aim to enhance the accuracy and speed of 
3D shape perception of virtual objects by rendering force 
feedback of virtual objects through a force feedback device and 
presenting cutaneous sensation of the object's edges using an 
electrical stimulator. To evaluate the effectiveness of this 
combined presentation, a column shape recognition task is 
conducted and the results are compared to those of single 
sensory presentation of force or cutaneous sensation. 

II. RELATED WORK 

A typical tactile interface for shape presentation is in the 
form of a pin array placed on a tabletop that is driven to 
physically render a shape [9][10][11]. These pin-array displays 
afford users to touch the shape with their entire hand, enabling 
the reproduction of pressure distribution as well as force 
presentation. However, there are inherent physical limitations to 
incorporating physically driven pins, and the spatial resolution 
is challenging to enhance due to the configuration of the device. 
Another form involves the utilization of finger-mounted 
actuation devices to produce shape representations [12][13][14]. 
The wearable design allows for a large workspace but also 
presents challenges due to its large and complex structure. 
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Adding a structure capable of providing cutaneous cues would 
further complicate the design. 

Various proposals have been put forth to convey 3D shapes 
solely through cutaneous stimulation, including full-hand 
vibrations [15], electrical stimulation applied to the thumb and 
index finger [16], and ultra-high resolution air pressure to the 
entire finger [17], all of which have demonstrated efficacy in 
facilitating shape recognition with cutaneous stimulation alone. 
However, it requires more time to recognize shapes using only 
cutaneous cues, as compared to when force cues are also 
involved, which is crucial for intuitive and quick handling of 
shapes. While some research has sought to supplant force cues 
with cutaneous cues [18], it has been established that while 
simple tactile tasks can still be accomplished with accuracy and 
stability, a lack of actual force presentation results in decreased 
interaction reality and a diminished sense of presence [19][20], 
making it unsuitable for more intricate teleoperation tasks, such 
as tele-surgery. 

The perception of a surface shape with slight macroscopic 
unevenness of a few millimeters is heavily influenced by force 
cues, surpassing other cues such as the position and tilt of the 
finger in the world coordinate system [21]. Additionally, the 
presentation of the finger tilt cue has been found to be more 
significant in conveying the curvature of irregular shapes than 
the finger position cue [22]. The integration of both force and 
tilt cues has been established to enhance the accuracy of shape 
perception [23][24]. Fingertip position and tilt cue presentation 
and surface shape presentation using pin arrays have also been 
realized in handheld devices [25]. 

Various studies have been proposed to combine both force 
and cutaneous cues for shape presentation. Adding vibration 
stimuli to the force presentation mechanism has been shown to 
enhance shape presentation and improve manipulation accuracy 
[26][27][28][29]. The proposal of simultaneous force 
presentation and pneumatic stimulation has improved 
performance in targeting tasks [30]. Further, an interface with 
distributed tactile presentation at the end of a force feedback 
device has been demonstrated to improve manipulation 
accuracy during grasping tasks [31], and to enhance accuracy in 
tracing 3D surface geometry [32]. 

As for the combination of force and electro-tactile 
presentations for shape rendering, a prior study have 
demonstrated the efficacy of incorporating electro-tactile cues to 
enhance grasp manipulation in a virtual reality setting [33]. Sato 
et al. [34] [35] were pioneers in combining force and electrical 
stimuli for shape presentation. They performed surface shape 
presentation by adding electrical stimuli to force stimuli on a real 
object, and showed that the fusion of force and electrical stimuli 
may be efficient for shape presentation. They have successfully 
developed a remote tactile shape transmission system that 
combines force feedback and electrical stimulation to reproduce 
the sensation of one-dimensional pressing with a single finger 
[36], and have expanded the technology to include five-finger 
presentation [37]. However, there remains a lack of research 
investigating the individual contributions of force feedback and 
electrical stimulation to shape presentation. Trinitatova et al. 
[38] demonstrated the ability of a teleoperated system to 
feedback both force and electrical stimulation for accurate and 

efficient task performance. With advancements in the 
miniaturization of electric stimulators and increasing density of 
stimulation points [39][40][41], electric stimulation is poised to 
offer increasingly refined shape presentation. However, a 
comprehensive examination of the impact of integrating force 
feedback devices with electrical stimulators for 3D shape 
presentation has yet to be conducted. 

III. METHOD 

Fig. 1 illustrates the apparatus utilized in the present study, 
which presents both force feedback and electrical stimulation 
concurrently. A desktop force feedback device, Touch X USB 
(3D Systems), was used for force feedback in consideration of 
stability of presentation, accuracy of sensing, and ease of control. 
This force feedback device allows for 6-degree-of-freedom 
operation of an end-effector, with the ability to render a 3D 
shape within a workspace of 355 W × 228 H × 180 D millimeters. 
For the purpose of delivering force and cutaneous feedback to 
the fingertips, an electrode and finger insert mount have been 
attached to the end-effector in place of the traditional stylus. The 
electrical stimulation device in Fig. 1 is a pulse generation 
system similar to the one used by Kajimoto [39]. It consists of 
64 electrodes arranged in a finger-shaped configuration on a 
flexible film-like substrate, with slits that allow the electrodes to 
deform to fit the curved surface of the fingertip. The device is 
designed to present stimulation on one finger or two fingers by 
providing two units 53.0 mm apart horizontally. 

The force feedback was rendered using the Haptics Direct 
for Unity plug-in, integrated with the Unity game engine. The 
electrical stimulation was rendered by a group of 64 objects that 
reproduces the actual electrode arrangement in the Unity scene.  
The objects followed the pointer object of the Touch X USB and 
were detecting contact with an object in the scene. Fig. 2 shows 
that the information of the electrode touching the object's edge 
was sent to the microcontroller (ESP-WROOM-32) via serial 
communication and anodic stimulation was applied to the 
corresponding electrode. This implementation applied electrical 
stimulation only at the edges of the object, as the cutaneous 
intensity being stronger at the edges is a natural phenomenon 
considering elastic mechanics, and in a pilot study, when all 
electrodes in contact with the object were stimulated with 
electricity, it was found that the stimulation amount was too high, 
which could become a hindrance to force feedback. 

 

Fig. 1. Illustration of the dual force and electro-tactile sensation presentation 

systems, with an enlarged view of the electrodes 
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Fig. 2. Force and electro-tactile rendering; the 64 electrodes attached to each 

of the two devices, the green circle represents the electrode that is in contact 

with the edge of the presented object (in the center of the monitor), and the 

corresponding electrode is being stimulated. 

IV. EXPERIMENT 

The experiment was designed to evaluate the accuracy of 3D 
shape discrimination inspired by a previous study [16] that used 
only electrical stimulation to present 3D shapes. 12 participants 
(11 males, 9 right-handed, 22-24 years old, with an average age 
of 23.2) took part in the experiment. Of the 12 subjects, ten had 
experienced force feedback and electro-tactile stimulation 
involving a singular index finger. However, none of the 
participants had experienced force and electro-tactile sensations 
utilizing both the thumb and index finger during grasping 
actions. The shapes presented in the experiment were square, 
circular, hexagonal, and triangular prisms, each designed to have 
a cross-sectional thickness of 15.0 mm, as shown in Fig. 3. The 
cross-sectional thickness was sufficient to ensure that the 
presenting parts of the two devices would not interfere with each 
other. Each shape was drawn in the middle of the two presenters 
in Fig. 1, with the height of each shape drawn as infinite. This 
means that the top and bottom surfaces of each shape were 
drawn outside the workspace of the device, so that the force and 
cutaneous sensation was only presented at the side of each shape. 
As described in Section III, the electrical stimuli were presented 
only when touching the edge of the object (green area in Fig. 3), 
but for the circular prism, the entire surface was drawn as an 
edge, considering it as a shape consisting of an infinite number 
of corners. 

The experimental process was divided into two parts: the 
practice phase and the discrimination phase. In the practice 
phase, participants practiced touching the shapes while they 
were visible on the software (as shown in Fig. 2 ), and the 

intensity of the electrical stimulation was adjusted to produce a 
sufficient cutaneous sensory perception without causing pain for 
each participant. Participants dedicated approximately 5 minutes 
to familiarize themselves with shape presentations under 
concurrent force feedback and electro-tactile stimulation 
conditions, engaging in shape recognition practice for all forms. 
After the practice was ended,  the participants moved on to the 
identification phase. During the identification phase, the shapes 
were presented without visual feedback, and participants were 
asked to identify the presented shapes. Their responses and 
response times were recorded. The participants had to identify 
the four column shapes presented under three different stimulus 
conditions: electrical stimulation only, force only, and the 
combination of force and electrical stimulation. Each shape 
presented by each feedback was presented three times in a 
random order, for a total of 36 presentations. The shapes were 
always presented in the same orientation as in Fig. 3. The 
sequence of trials was considered one set, and two sets were 
performed, one with the index finger of the dominant hand and 
one with the thumb and index finger of the dominant hand. 

Six participants performed the first set of trials with one 
finger and the second set with two fingers, while the remaining 
six participants performed the opposite. After the first half of the 
trials, the participants took a sufficient rest before starting the 
second half. 

The experiment was approved by the ethics committee of the 
authors' institution. 

 

Fig. 3. Four types of prisms presented in the experiment. Green areas are 

drawn as edges, and electrodes touching the green areas are electrically 

stimulated. 

V. RESULT 

The results of the participants' responses for each stimulus 
condition when using one or two fingers are summarized in the 
confusion matrices in Fig. 4. 
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Fig. 4. Confusion matrices of response results for each condition 

A two-way repeated-measures analysis of variance 
(ANOVA) on the correct response rate with two factors, touch 
and stimulus type, revealed no interaction (p=0.072), no main 
effect of touch type (p=0.373), and a main effect of stimulus type 
(p=0.000).  

The Bonferroni multiple comparisons for stimulus type 
showed significant differences between the electric-only and 
force-only conditions (p=0.000), and between the electric-only 
and force+electrical stimulation conditions (p=0.000). No 
significant difference was found between the force-only and 
force+electrical stimulation conditions (p=0.177).  

T-tests confirmed a significant difference (p=0.000) for all 
conditions compared to the chance rate (25%) for each index. 

Fig. 5 summarized the response times for each shape and 
presentation condition, which were normalized to have a 
maximum value of 1.0 for each participant, since the response 
time varied greatly among subjects. The following analyses 
were also conducted on the normalized values. The real time 
data (mean ± standard deviation) shows the longest response 
time was 67.9 ± 36.7 seconds and the shortest was 5.09 ± 1.74 
seconds. 

The results of the two-way repeated measures ANOVA for 
each shape on response time with two factors, touch and 
stimulus type showed no interaction between touch and stimulus 
type (p-values for square, circle, hexagon, triangle: p=0.472, 
p=0.963, p=0.789, p=0.236), no main effect of touch type 
(p=0.144, p=0.065, p=0.144, p=0.059), and a main effect of 
stimulus type (p=0.000, p=0.000, p=0.000, p=0.000). 

The Bonferroni multiple comparisons for stimulus type 
revealed significant differences in response time between the 
electric-only and force-only conditions (p=0.001, p=0.039, 
p=0.000, p=0.000), as well as between the electric-only and 
force+electrical stimulation conditions (p=0.000, p=0.001, 
p=0.000, p=0.000) for all shapes. There were significant 
differences between the force-only and force+electrical 
stimulation conditions for circle (p=0.013), hexagon (p=0.038) 
and triangle (p=0.027) shapes, but no significant difference for 
the square shape (p=0.071). 

The participants provided the following comments on the 
experiment: 

• “I relied mainly on the force cue to discriminate the 
shape and did not use the electric stimulation cue.” (P3, 
P7) 

• “It was challenging to perform the trials in the electric-
only condition as there was no force cue, but it was 
possible to get correct answers with enough time.” (P1) 

• “The only shape that could be identified with electric 
stimulation alone was circular prism as stimulation was 
applied on all its sides.” (P4, P5) 

• “The addition of electrical stimulation to the force cue 
made it easier to identify the edges and recognize shapes, 
increasing my confidence in my responses. However, the 
tactile sensation of the electrical stimulation was not 
realistic and was used only as a symbolic cue to locate 
the edges.” (P4, P7, P8) 

VI. DISCUSSION 

This study investigated the ability to identify 3D shapes 
using one-finger touch and two-finger grasp, under different 
conditions of electric stimulation, force-only, and 
force+electrical stimulation. 

The results showed no significant difference in shape 
discrimination accuracy or response time between one-finger 
touch and two-finger grasp. Although it is commonly believed 
that two-finger grasp is better for shape perception, this 
experiment used primitive and symmetrical shapes without 
changing orientation, which may have made the shape cues 
perceived by one and two fingers similar. Current methods for 
assessing cutaneous sensations are inadequate, necessitating 
further validation in future research. 

The results of the study showed that the accuracy of shape 
identification was highest for the force-only and force+electrical 
stimulus conditions, and was significantly higher than for the 
electric stimulation-only condition. However, there was no 
significant difference between the accuracy of shape 
identification in the force-only and force+electrical stimulus 
conditions, with both conditions yielding an average correct 
response rate of over 90%. In this setup, the presented shapes 
had a relatively large thickness of 15.0 mm to prevent 
interference with the force feedback devices, and it is believed 
that the subjects were able to perceive shapes with enough detail 
using only force cues. The effect of shape perception with a  
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Fig. 5. Response time for each shape in each presentation condition 

thickness of only a few millimeters needs to be verified in the 
future. The shape discrimination accuracy with electric 
stimulation alone was lower compared to the presentation 
conditions including force sensation. However, the average 
correct response rate was about 50%, which was significantly 
higher than chance rate (25%), indicating that shape presentation 
with electric stimulation alone is possible. However,  Fig. 4 
shows that the circle shape, which had the most stimulus points, 
and the triangle shape, which had the fewest, had relatively high 
correct response rates in shape identification with electric 
stimulation, suggesting that identification might have been 
based on symbolic cues like the amount of stimulation and that 
perception may have been more sensitive with more shape 
presentations. The circle shape, when presented exclusively 
through electrical stimulation, was distinctly more stimulating 
compared to other shapes, potentially resulting in a high 
proportion of accurate responses. Nevertheless, approximately 
30% of the responses were erroneous. This is likely due to 
participants' inability to fully trace the shape's surface under the 
sole influence of electrical stimulation, perceiving interruptions 
in stimulation when not in contact with the shape as a 
discontinuity in the edge, leading to misidentification of the 
shape. 

The shape identification time was shorter for force-only and 
force+electrical stimulation compared to electrical stimulation 
only. This was because it was difficult to judge the shape's 
location intuitively with electrical stimulation only, as only the 
shape's edges were presented. The identification time was 
shorter for force+electrical stimulation than force-only for most 
shapes except square. This showed that adding electrical 
stimulation to force presentation was effective in presenting the 
shapes. However, participants commented that the edge 
sensation presented by the electric stimulation was not realistic, 
but only symbolic. This may be due to uniform stimulation 
intensity at the electrodes touching the edges. For example, 
among the shapes presented here, the triangular, square, 
hexagonal, and circular columns have sharp edges in that order, 
but the presented edges were far from realistic as they did not 
represent differences in stress concentration and pressure 
distribution. We need to use finite element analysis to calculate 
the amount of deformation of the finger model and apply 
stimulation with an intensity proportional to that value to obtain 
a more realistic impression of the edges. Furthermore, if anti-
aliasing by stochastic stimulation of electrical stimulation, 
which was used in a study that attempted shape presentation by 
electrical stimulation [16], is introduced, shape presentation 
with higher resolution might be achieved. The presentation of a 
realistic edges by electrical stimulation is an issue for further 
investigation. Furthermore, the achievable resolution through 
electrical stimulation requires thorough analysis and technical 
evaluation. 

Although participants commented that the addition of 
electrical stimulation to the force presentation increased their 
confidence in their responses, it is not possible to discuss the 
effect on subjective experiences such as confidence, because we 
only evaluated the correct response rate and task execution time 
in this experiment. These evaluations will be necessary in future 
studies. 
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VII. CONCLUSION 

This study presented a system that combined force feedback 
and electric stimulation to present 3D shapes. The results 
showed that the combined presentation method was more 
effective in shape discrimination compared to force-only or 
electric stimulation-only presentation, as evidenced by shorter 
identification times. Further research is needed to explore the 
effects of modulating electric stimulation intensity for more 
realistic edge presentation since the simple edge presentation by 
electric stimulation is symbolic and has low realism. In addition, 
it is necessary to conduct quantitative and qualitative 
evaluations, with more variation in object shapes including 
much smaller objects with have small-amplitude-high-spatial 
frequency surfaces, and by performing a task in which the 
objects are handled in a more realistic environment. 

ACKNOWLEDGMENT 

This research was supported by JSPS KAKENHI (Grant 
Numbers JP20H05957). 

REFERENCES 

[1] S. J. Lederman, and R. L. Klatzky, “Haptic perception: A tutorial,” 
Attention, Perception, & Psychophysics, 71(7), 2009, pp.1439-1459. 

[2] K. B. Shimoga, "A survey of perceptual feedback issues in dexterous 
telemanipulation. I. Finger force feedback," Proceedings of IEEE Virtual 
Reality Annual International Symposium, Seattle, WA, USA, 1993, pp. 
263-270. 

[3] K. B. Shimoga, "A survey of perceptual feedback issues in dexterous 
telemanipulation. II. Finger touch feedback," Proceedings of IEEE Virtual 
Reality Annual International Symposium, Seattle, WA, USA, 1993, pp. 
271-279. 

[4] S. J. Lederman and R. L. Klatzky, "Sensing and Displaying Spatially 
Distributed Fingertip Forces in Haptic Interfaces for Teleoperator and 
Virtual Environment Systems," in Presence, vol. 8, no. 1, 1999, pp. 86-
103. 

[5] C. Sjöström, “Using haptics in computer interfaces for blind people”, CHI 
EA '01, 2001, pp.245-246. 

[6] S. J. Lederman, “Tactile roughness of grooved surfaces: The touching 
process and effects of macro-and microsurface structure,” Perception & 
Psychophysics, 16(2), 1974, pp.385-395. 

[7] C. J. Cascio and K. Sathian, “Temporal cues contribute to tactile 
perception of roughness,” The Journal of Neuroscience, vol. 21, no. 14, 
2001, pp. 5289-5296. 

[8] S. J. Bensmaïa, and M. Hollins, “The vibrations of texture,” 
Somatosensory & motor research, 20(1), 2003, pp.33-43. 

[9] D. Leithinger, S. Follmer, A. Olwal and H. Ishii, "Shape Displays: Spatial 
Interaction with Dynamic Physical Form," in IEEE Computer Graphics 
and Applications, vol. 35, no. 5, 2015, pp.5-11. 

[10] A. F. Siu, E. J. Gonzalez, S. Yuan, J. B. Ginsberg, and S. Follmer, 
“Shapeshift: 2D spatial manipulation and self-actuation of tabletop shape 
displays for tangible and haptic interaction,” In Proceedings of the 2018 
CHI Conference on Human Factors in Computing Systems, 2018, pp.1-
13. 

[11] E. J. Gonzalez, E. Ofek, M. Gonzalez-Franco, and M. Sinclair, “X-rings: 
A hand-mounted 360° shape display for grasping in virtual reality,” In 
The 34th Annual ACM Symposium on User Interface Software and 
Technology, 2021, pp.732-742. 

[12] I. Choi, E. W. Hawkes, D. L. Christensen, C. J. Ploch and S. Follmer, 
"Wolverine: A wearable haptic interface for grasping in virtual reality," 
2016 IEEE/RSJ International Conference on Intelligent Robots and 
Systems (IROS), Daejeon, Korea (South), 2016, pp.986-993. 

[13] X. Gu, Y. Zhang, W. Sun, Y. Bian, D. Zhou, and P. O. Kristensson, 
“Dexmo: An inexpensive and lightweight mechanical exoskeleton for 
motion capture and force feedback in VR,” In Proceedings of the 2016 

CHI Conference on Human Factors in Computing Systems, 2016, 
pp.1991-1995. 

[14] Z. Y. Zhang, H. X. Chen, S. H. Wang, and H. R. Tsai, “ELAXO: 
Rendering Versatile Resistive Force Feedback for Fingers Grasping and 
Twisting,” In Proceedings of the 35th Annual ACM Symposium on User 
Interface Software and Technology, 2022, pp.1-14. 

[15] K. Tanabe, S. Takei, and H. Kajimoto, “The whole hand haptic glove 
using numerous linear resonant actuators,” In Proceedings of IEEE World 
Haptics Conference, 2015. 

[16] J. Tirado, V. Panov, V. Yem, D. Tsetserukou, and H. Kajimoto, 
“Electroar: Distributed electro-tactile stimulation for tactile transfer,” In 
Haptics: Science, Technology, Applications: 12th International 
Conference, EuroHaptics 2020, 2020, pp.442-450. 

[17] Y. Ujitoko, T. Taniguchi, S. Sakurai and K. Hirota, "Development of 
Finger-Mounted High-Density Pin-Array Haptic Display," in IEEE 
Access, vol. 8, 2020, pp.145107-145114. 

[18] D. Prattichizzo, C. Pacchierotti and G. Rosati, "Cutaneous Force 
Feedback as a Sensory Subtraction Technique in Haptics," in IEEE 
Transactions on Haptics, vol. 5, no. 4, 2012, pp. 289-300. 

[19] D. Prattichizzo, C. Pacchierotti, S. Cenci, K. Minamizawa, and G. Rosati, 
"Using a fingertip tactile device to substitute kinesthetic feedback in 
haptic interaction," in Haptics: Generating and Perceiving Tangible 
Sensations, Lecture Notes in Computer Science, 2010, pp.125-130. 

[20] C. Pacchierotti, A. Tirmizi, and D. Prattichizzo, "Improving transparency 
in teleoperation by means of cutaneous tactile force feedback," ACM 
Transactions on Applied Perception, 11(1), 2014, pp.1-16. 

[21] G. obles-De-La-Torre, and V. Hayward, “Force can overcome object 
geometry in the perception of shape through active touch,” Nature, 
412(6845), 2001, pp.445-448. 

[22] M. W. A. Wijntjes, A. Sato, V. Hayward and A. M. L. Kappers, "Local 
Surface Orientation Dominates Haptic Curvature Discrimination," in 
IEEE Transactions on Haptics, vol. 2, no. 2, 2009, pp. 94-102. 

[23] A. Frisoli, M. Solazzi, F. Salsedo, M. Bergamasco, “A Fingertip Haptic 
Display for Improving Curvature Discrimination,” Presence: 
Teleoperators and Virtual Environments, 17 (6), 2008, pp.550–561. 

[24] A. Frisoli, M. Solazzi, M. Reiner, M. Bergamasco, “The contribution of 
cutaneous and kinesthetic sensory modalities in haptic perception of 
orientation,” Brain Research Bulletin;85(5), 2011, pp.260-266. 

[25] H. Benko, C. Holz, M. Sinclair, and E. Ofek, “Normaltouch and 
texturetouch: High-fidelity 3d haptic shape rendering on handheld virtual 
reality controllers,” In Proceedings of the 29th annual symposium on user 
interface software and technology, 2016, pp.717-728. 

[26] Y. Ikei and M. Shiratori, "TextureExplorer: a tactile and force display for 
virtual textures," Proceedings 10th Symposium on Haptic Interfaces for 
Virtual Environment and Teleoperator Systems. HAPTICS 2002, Orlando, 
FL, USA, 2002, pp. 327-334. 

[27] I. Choi, E. Ofek, H. Benko, M. Sinclair, and C. Holz, “Claw: A 
multifunctional handheld haptic controller for grasping, touching, and 
triggering in virtual reality,” In Proceedings of the 2018 CHI conference 
on human factors in computing systems, 2018, pp.1-13. 

[28] J. Lee, M. Sinclair, M. Gonzalez-Franco, E. Ofek, and C. Holz, “TORC: 
A virtual reality controller for in-hand high-dexterity finger interaction,” 
In Proceedings of the 2019 CHI conference on human factors in 
computing systems, 2019, pp.1-13. 

[29] T. Debus, T. Becker, P. Dupont, T. J. Jang, and R. D. Howe, 
“Multichannel vibrotactile display for sensory substitution during 
teleoperation,” In Telemanipulator and Telepresence Technologies VIII, 
Vol. 4570, 2002, pp.42-49. 

[30] Y. Kim, I. Oakley, and J. Ryu, “Combining point force haptic and 
pneumatic tactile displays,” In Proceedings of the EuroHaptics, 2006. 

[31] C. Pacchierotti, A. Tirmizi, G. Bianchini and D. Prattichizzo, "Improving 
transparency in passive teleoperation by combining cutaneous and 
kinesthetic force feedback," 2013 IEEE/RSJ International Conference on 
Intelligent Robots and Systems, Tokyo, Japan, 2013, pp. 4958-4963. 

[32] I. Sarakoglou, N. Garcia-Hernandez, N. G. Tsagarakis and D. G. Caldwell, 
"A High Performance Tactile Feedback Display and Its Integration in 
Teleoperation," in IEEE Transactions on Haptics, vol. 5, no. 3, 2012 
pp.252-263. 

366



[33] J. Hummel et al., "A lightweight electrotactile feedback device for grasp 
improvement in immersive virtual environments," 2016 IEEE Virtual 
Reality (VR), Greenville, SC, USA, 2016, pp. 39-48. 

[34] K. Sato, H. Kajimoto, N. Kawakami, and S. Tachi, “Electrotactile display 
for integration with kinesthetic display,” In RO-MAN 2007-The 16th 
IEEE International Symposium on Robot and Human Interactive 
Communication, 2007, pp.3-8. 

[35] K. Sato, H. Kajimoto, N. Kawakami, and S. Tachi, “Improvement of 
shape distinction by kinesthetic-tactile integration,” In Second Joint 
EuroHaptics Conference and Symposium on Haptic Interfaces for Virtual 
Environment and Teleoperator Systems, 2007, pp.391-396. 

[36] K. Sato, and S. Tachi, “Evaluation of transmission system for spatially 
distributed tactile information,” In Haptics: Generating and Perceiving 
Tangible Sensations: International Conference, EuroHaptics 2010, 
Amsterdam, July 8-10, 2010. pp. 279-284.  

[37] K. Sato, N. Kawakami, and S. Tachi, “Integration of Electrotactile and 
Force Displays for Telexistence,” In Human-Robot Interaction, 2010. 
IntechOpen. 

[38] D. Trinitatova, M. Altamirano Cabrera, P. Ponomareva, A. Fedoseev and 
D. Tsetserukou, "Exploring the Role of Electro-Tactile and Kinesthetic 
Feedback in Telemanipulation Task," 2022 IEEE 18th International 
Conference on Automation Science and Engineering (CASE), Mexico 
City, Mexico, 2022, pp. 641-646. 

[39] H. Kajimoto, “Electro-Tactile Display Kit for Fingertip,” 2021 IEEE 
World Haptics Conference, 2021, pp.587-587. 

[40] W. Lin, et al. "Super-resolution wearable electrotactile rendering system." 
Science advances 8.36, 2022, eabp8738. 

[41] K. Yao, et al. "Encoding of tactile information in hand via skin-integrated 
wireless haptic interface." Nature Machine Intelligence 4.10, 2022, 
pp.893-903. 

 

 

 

367


